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Style is an integral part of lan-

guage:
- influences perception

- relevant for NLU & NLG
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Previously, in style evaluation:
- Authorship Attribution

7 content @ style

e.g., [Zangerle et al., Overview of the Style
Change Detection Task at PAN 2020, 2020]

- Style Classification

7 task-specific
e.g., |[Kang and Hovy, Style is NOT a Single

Variable: Case Studies for Cross-Style Language
Understanding, 2021]

- Overall
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content-controlled

STEL is modular:

- formal/informal

Yahoo! Answers paraphrases from |[Rao

and Tetreault, Dear Sir or Madam, May |

Introduce the GYAFC Dataset , 2018]

- (no) numb3r substitution

based on Reddit utterances

Selected Results:

haircut

'\/’

- complex/simple

Wikipedia paraphrases from [Xu et al.,

Optimizing Statistical Machine Translation for
Text Simplification, 2016}

- (no) con'raction

based on Wikipedia abstracts

based STEL framework
- 1830 task instances
across 4 dimensions

- Baseline results for 18
models

Next?

- additional STEL dimensions
- testing for ‘style over content’

all formal simple nb3r c'tion
V4 multiple style defini- BERT uncased 0.74 0./79 0.65 0.90 0.90
tions | BERT cased 0.7/ 082 0.68 0.92 1.00 Code: github.com/nlpsoc/STE
e.g., [Blb_er and Conrad, Reglster,_Ger_]re and RoBERTa 061 063 054 062 0098 Email: a.m.wegmann@uu.nl,
Style, 2009; Crystal and Davy, Investigating En- S
glish Style, 1969] BERT uncased NSP 0.66 0.72 059 0.67 0.70 d.p.nguyen@uu.nl
BERT cased NSP 0.71 0.79 0.60 0.77 0.96
share cased 056 055 053 050 1.00 Bl References
word length 0.58 053 0.59 0.50 0.94

Table: Accuracy of style methods. Random performance corresponds to 0.5.
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